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Abstract—Depression is a debilitating, yet underdiagnosed
mental illness due to the subjectivity of current screening and
time and resource restrictions. Large language models (LLMs)
can potentially address these difficulties. Using the Extended
Distress Analysis Interview Corpus dataset, containing 105 in-
terview transcripts, we propose MInDS, an automated, modular
LLM inferencing pipeline, to optimize depression screening. Our
results indicate that LLMs can effectively screen for depression
with a 0.8 balanced accuracy. LLM inferencing with a shortened
transcript can perform similarly to inferencing with the entire
transcript. Our findings may aid the future development of LLMs
for depression screening.

Index Terms—LLM Prompting, Classification, Zero-Shot.

I. INTRODUCTION

Depression is a serious mental health condition that has
become increasingly common in recent years [1]. Estimates
between 2004 and 2014 suggest that roughly 15% of in-
dividuals would suffer from depression at some point in
their lives [2]. While this was already a large portion of the
population, this number started to increase during the COVID-
19 pandemic [3], reaching 25% of the population in 2021 [1].

There is a growing concern that it is becoming more difficult
for people to seek mental health treatment. Individuals with de-
layed mental health treatment have worse treatment outcomes
than those who receive a more streamlined process [4], and a
large portion of depression cases are never diagnosed, which
limits treatment options [5]. There is substantial evidence
that suggests that treatment for mental health conditions, like
depression, help reduce the risk of suicide [6], which further
supports a need to improve mental health care.

Three of the most prevalent factors for the under-diagnosis
of depression include the subjectivity of the depression screen-
ing process [7], a lack of time for both the patient and the
clinician [8], and a lack of resources available to the patient
[8]. This all leads to a small portion of depressed individuals
seeking adequate care [9].

One way to begin to overcome these barriers is through
an automated screening process. With a more streamlined
process, depression screening could be more consistent and
objective by mitigating human error and reducing human
intervention. An automated process would therefore eliminate
several of the aforementioned barriers to depression screening,
thus allowing for more individuals to seek the treatment they
need.

Early research into AI screening for depression involved
machine learning models, which showed promising results
for further investigation [10]. Since then, there has been
an increase in research into using large language models
(LLMs) to screen for depression, such as ChatGPT 3.5 and
4, Bard/Gemini, Claude, BERT and Llama 2 [11]–[13]. While
there is some concern about bias and trustworthiness in LLMs
[14], there is a push to explore these models further to
determine how to reform mental health treatment [15]. There
has also been variation in terms of the types of data used in
these models, including passive data from a person’s activity,
sleep, and social interactions [16], social media posts [17],
[18], and interview data [11], [13].

We propose the MInDS system, a modular, versatile, and
scalable LLM inferencing pipeline. Our experimentation incor-
porates two state-of-the-art open source LLMs: Meta’s Llama
3 [19] and Google’s Gemma 2 [20]. We seek to determine if
Llama 3 and Gemma 2 show promise in their ability to perform
a task as complex as mental health screening. In addition, we
look to determine if we can shorten the interviews used by
our MInDS system by asking fewer questions, saving time
and resources for all parties involved. Our findings include:

• Gemma 2, with a top balanced accuracy of 0.8, outper-
forms Llama 3, with a top balanced accuracy of 0.78.

• Gemma 2 performs more consistently across prompts
than Llama 3, with Gemma 2’s lowest balanced accuracy
being 0.72 and Llama 3’s being 0.52 across all 104
prompts and hyperparameter settings.
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• With a reduced transcript, Gemma 2 and Llama 3 both
achieved a balanced accuracy score within 0.01 of their
top balanced accuracy with a complete transcript, indi-
cating that shorter transcripts are promising.

II. DATA

A. E-DAIC

In 2014, the University of Southern California developed a
dataset called the Extended Distress Analysis Interview Corpus
(E-DAIC) [9], which consists of “Wizard of Oz” style clinical
interviews between a human-controlled virtual agent named
Ellie and a patient [9]. Interviews ranged from 7 to 33 minutes
long, with an average length of 16 minutes [9]. We leverage
this dataset for use in our research.

In addition to participating in an interview with Ellie, each
patient filled out a standardized depression screening survey,
the Patient Health Questionnaire (PHQ-8). The PHQ-8 is com-
posed of eight questions regarding a person’s mental health.
Each question is self-scored between 0 and 3, with 0 meaning
they do not identify with the symptoms, and 3 meaning they
completely identify with them, with the total score found by
summing the patients individual question scores. It is common
practice to label anyone with a total score of 10 or above as
depressed. The results of the PHQ-8 were used as the ground
truth labels for all testing.

The E-DAIC contains no information about the age, race,
gender, or any other demographic characteristics of the partic-
ipants. While this helps to preserve participant anonymity, as a
consequence of we cannot confirm that our model is unbiased
and performs equally among all demographics.

B. Data Preprocessing

Prior research done by Toto et al. [21] divided the interviews
in the E-DAIC into sub-datasets using the responses to the
19 core questions within the transcripts and any follow-up
questions. Due to the unique dynamic of each interview, not
every patient provided information relating to all 19 categories.
They also isolated patient responses. The data used in this
paper was the result of these preprocessing steps, where all
patient responses had been aggregated and separated by topic.

III. METHODOLOGY

A. Large Language Models

Large language models (LLMs) represent a major break-
through in the fields of machine learning (ML) and natural
language processing. LLMs are trained on vast amounts of
text data, which allows them to generate human-like responses
to input prompts. We used two state-of-the-art open-source
LLMs, Meta’s Llama 3 and Google’s Gemma 2. We accessed
these models through the Hugging Face (HF) Hub. We de-
ployed open-source LLMs because these models can be run
locally, allowing us to keep confidential patient interview data
secured on our own servers.

1) Llama 3: In April 2024, Meta unveiled, at the time,
their largest and most capable open-source LLMs with the
release of the Llama 3 family of models [19]. The models
came in two different sizes: 8 billion parameters, and 70
billion parameters. Meta also released versions of each model
fine-tuned to accurately follow instructions. We focused on
the 8 billion parameter instruction tuned model, Llama 3 8B
Instruct.

2) Gemma 2: Similarly, in June 2024, Google released
their Gemma family of open-source LLMs [20]. These models
also came in two sizes, 9 billion parameters and 27 billion
parameters, along with instruction-tuned variants. We used the
9 billion parameter instruction tuned model, Gemma 2 9B It.

B. Prompt Engineering

1) Creating Prompts: We chose to break the prompt into
three components: the identity, the job, and the output. This is
based on the RISE prompting framework: Role, Input, Steps,
and Expectation.

The identity is where the user tells the model what role to
assume when conducting the assigned task, such as “therapist”,
“counselor”, and “psychologist”.

The job informs the model of the assigned task. This portion
of the prompt comprises both the Input and Steps sections.
During our study, we told the model to analyze an interview
transcript and then classify the patient as being depressed or
not depressed. In order to increase prompt variability, in some
of the prompts we provided the LLM with detailed criteria for
labeling someone with depression, and for others we simply
told the LLM to use what it already knows about depression.

Finally, the model is instructed on the desired output for-
mat. All prompts in our study were given the same output
format instruction: “Respond with only ‘depressed’ or ‘not
depressed’.” This allows the output to be easily encoded later
during post-processing.

We compiled a list of 13 unique identities, 8 unique jobs,
and a single output format. By putting together each possible
combination of identity, job, and output, we generated 104
prompts.

2) Transcript Generation: As mentioned in subsection II-B,
our dataset is comprised of isolated patient responses to a
variety of interview questions. When compiling our interviews,
short of re-transcribing all interview audio recordings, we did
not have access to the exact questions the virtual agent asked
each patient. We used a list of question descriptions [21],
to form our pseudo-transcripts. Table I contains the question
identifiers and generic questions used in this study.

C. The MInDS System

We now introduce our proposed pipeline, Modular Inference
for Depression Screening, or MInDS. With a large number
of candidate prompts, it is important to design a system with
which we can easily and efficiently test them. The MInDS sys-
tem greatly increases prompt engineering and testing speeds.



TABLE I: Question identifiers and generic questions used for
pseudo-transcripts

Identifier Generic Question
‘doing today’ How are you doing today?
‘argued someone’ When was the last time you argued with some-

one and what was it about?
‘advice yourself’ What advice would you give yourself ten to

twenty years ago?
‘proud life’ What are you most proud of in life?
‘controlling temper’ How are you at controlling your temper?
‘last happy’ When was the last time you felt really happy?
‘easy sleep’ How easy is it for you to get a good night’s

sleep?
‘friend describe’ How would your best friend describe you?
‘dream job’ What is your dream job?
‘study school’ What did you study in school?
‘anything regret’ Is there anything you regret?
‘travel lot’ Do you travel a lot?
‘diagnosed depression’ Have you ever been diagnosed with depres-

sion?
‘feeling lately’ How have you been feeling lately?
‘diagnosed p t s d’ Have you ever been diagnosed with PTSD?
‘do relax’ What do you do to relax?
‘positive influence’ Tell me about a positive influence in your life.
‘dont l a’ What are some things you don’t like about LA?
‘move l a’ Why did you move to LA?

1) General Outline: MInDS is comprised of three distinct
steps, the first of which is the prompt preprocessing phase. In
this phase the prompts generated during subsection III-B are
correctly formatted. Additionally, we compiled the interview
transcripts for all 105 patients using a question and answer
format. Here, we can instruct MInDS on what questions
should be included in the interview transcript. For example,
if the pipeline is instructed to include the ‘doing today’ and
‘feeling lately’ questions, then the resulting transcript would
only include those corresponding questions. Figure 1 shows
an example of a completed prompt and transcript.

You are a therapist tasked with screening patients
for depression. Read the following interview
transcript and predict if the patient has
depression. Respond with only ‘depressed’ or ‘not
depressed’.
Q: How are you doing today?
A: PATIENT RESPONSE
Q: How have you been feeling lately?
A: PATIENT RESPONSE

Fig. 1: Example prompt

The second step of MInDS is the model inference phase.
The user can instruct MInDS to use any LLM on the Hugging-
Face Model Hub with text generation capabilities, given that
the user’s access token has read permissions to the model’s
repository. We ran all LLMs at full precision on the Turing
Cluster, the main high performance computing cluster of
the Academic & Research Computing (ARC) group at WPI.
This allowed us to spread LLM inference across multiple
GPUs which greatly decreased the compute time. For each
prompt, the LLM performs 105 inferences, one for each patient
transcript.

The final phase of our pipeline is the processing of the
model output by encoding the output and calculating metrics.
The user can instruct MInDS to encode the output and calcu-

late metrics in any way desired. MInDS has built in support
for accuracy, precision, recall, specificity, F1, and balanced
accuracy. It also has support for running the complete system
any given number of times and averaging the outputs, then
creating visualizations of the top performing prompts.

A full run of the system included each of these three steps
in order. In all, the prompts and transcripts were formatted
and assembled, the given LLM performed inferences on each
prompt with each interview transcript, and finally the output
was processed.

2) Versatility, Scalability, and Automation: The MInDS
system is controlled via a command line interface (CLI).
All input, including prompts, interview data, and LLM of
choice can be set using the MInDS CLI. Additionally, MInDS
contains a basic scheduler to distribute jobs across all available
CUDA enabled devices. Through our access to WPI ARC’s
Turing Cluster, we had access to NVIDIA H100 GPUs which
were used for all LLM inferencing. Further, we often ran the
full system multiple times and averaged the output to generate
a robust result. It was common for our use of the MInDS
system to require an LLM to perform over 100,000 infer-
ences. Our estimates are that throughout all experiments, we
inferenced various LLMs over 1 million times. This amount
of experimentation would not have been possible without a
flexible, efficient and streamlined prompting system.

3) Prompt Formatting Differences Between LLMs: Both
Llama 3 8B Instruct and Gemma 2 9B It have their own chat
templates which can be used to optimize prompt formats for
use with the LLM. The key difference between the prompt
formats for the two LLMs used is their support of a system
prompt. Llama 3 8B Instruct supports the use of a system
prompt to guide LLM inferencing, but Gemma 2 9B It does
not. MInDS has the functionality to automatically use an
LLM’s default chat template to format prompts with the
appropriate system prompt usage.

D. Question Selection

In order to reduce both the patient interview time and
compute time, we implemented a greedy question selection
algorithm that would shorten the transcripts by selecting a
subset of questions from the entire interview transcript and
determining which produced the highest balanced accuracy
using the MInDS system. Algorithm 1 details our question
selection implementation.

IV. EXPERIMENTAL RESULTS

A. Experimental Setup

Our experimental study using MInDS includes evaluation
(A) on complete transcripts comparing Llama 3 and Gemma
2 across different prompting styles, and (B) on subsets of
transcripts composed of few questions.

We use the balanced accuracy (BA) metric to evaluate
the effectiveness of our experiments defined as the mean of
sensitivity (true positive rate) and specificity (true negative
rate). BA is particularly robust when used with imbalanced
datasets, such as the E-DAIC dataset.



Algorithm 1 Greedy Question Selection Algorithm

Require: k ≥ 1
qs left ← all question identifiers
qs used ← empty list
while Length qs used < k do

results ← empty list
for question in qs left do

results ← results + MInDS(qs used + question)
end for
top question ← question with the highest balanced

accuracy in results
qs used ← qs used + top question
qs left ← qs left - top question

end while
return qs used

We found that Gemma 2 produced more consistent re-
sults compared to Llama 3. Specifically, whenever Gemma 2
performed inference on a particular prompt, it would return
the same predictions. Whereas with Llama 3, there were
variations to the output. Thus we only ran each experiment
with Gemma 2 once, while we ran Llama 3 experiments
between 5 to 10 times and averaged the result metrics. As
previously mentioned, this functionality was built into MInDS.

B. Comparing LLMs across Different Prompting Styles

As can be seen in Table I, Gemma 2 performed slightly
better than Llama 3, with Gemma 2’s top BA score being 0.8
using the prompt in Figure 3. In contrast, the top BA achieved
by Llama 3 was 0.78 using the prompt in Figure 2, with the
job in red, the identity in blue, and the output format in black.

You are a therapist who is an expert at identifying
patients with depression. Your task is to label
patients as depressed or not depressed with very
high accuracy. To label patients as ‘depressed’
they should display either a loss of interest in
daily activities or a depressed mood which
interferes with their quality of life in the
following interview transcript. Label all patients
as ‘not depressed’ who do not exhibit any of the
previously mentioned symptoms. Respond with only
‘depressed’ or ‘not depressed’.

Fig. 2: Best-performing Llama 3 prompt

When comparing the top prompts for the different LLMs, as
in Figure 2 and Figure 3, the individual prompts that performed
well are different between the two models, as with the prompts
that performed poorly.

Gemma 2 performed more consistently across prompts than
Llama 3 did, as shown in Figure 4, with the standard deviation
of Gemma 2 across all prompts being 0.0173 compared to 0.08
for Llama 3. To generate this visualization, the results from
Gemma 2 and Llama 3 were sorted by BA. For each model,
we then graphed the BA of the prompts with the maximum
BA, the median BA, and the minimum BA. Overall, Gemma

You are a psychiatrist who is trying to accurately
diagnose your patients with depression. You are
very good, and want only what is best for your
patients. You are relieved and very happy when a
patient is correctly diagnosed. Classify each
patient into one of two categories. If the patient
appears to suffer from depression, respond with
‘depressed’. If the patient does not appear to
suffer from depression, respond with ‘not
depressed’. Respond with only ‘depressed’ or ‘not
depressed’.

Fig. 3: Best-performing Gemma 2 prompt

2 outperformed Llama 3 across the board. This shows that the
choice of model also has a large impact on the result of the
MInDS system.

Fig. 4: Model comparison by prompt performance

C. Comparing LLM Models across Different Transcript Sizes

The greedy question selection algorithm described in Algo-
rithm 1 runs the MInDS system several times. To improve the
computing time of the algorithm, we compiled a list of the
10 highest-performing prompts for each LLM based on the
results of a full run of the MInDS system. It was with this list
that the question selection algorithm was run.

As mentioned earlier, the highest BA achieved with Llama
3 was 0.78. After running our question selection algorithm, we
found that the best-performing transcript subset consisted of
just 4 questions, and achieved a BA of 0.77. BA fell slightly
after that, which can be seen in Figure 5a. The questions, listed
by identifier, that were selected by our algorithm were: ‘di-
agnosed depression’, ‘friend describe’, ‘controlling temper’,
and ‘anything regret’.

The highest BA achieved with Gemma 2 was 0.8. Gemma
2’s best transcript subset, after running the question selection
algorithm, consisted of 7 questions and had a BA of 0.79, as
can be seen in Figure 5b. The questions were: ‘last happy’,
‘feeling lately’, ‘diagnosed p t s d’, ‘friend describe’, ‘di-
agnosed depression’, ‘controlling temper’, ‘dream job’.

D. Discussion

While LLMs performing inference transcripts solicited via
virtual agents could be incorporated into healthcare to expedite
the broad screening for mental health conditions, subsequent



(a) Llama 3 (b) Gemma 2

Fig. 5: BA for Different Transcript Sizes Composed of Dif-
ferent Numbers of Questions-Response Pairs.

clinician time for a more in-depth diagnosis will remain
essential. Also, great care must be taken that such data
is protected securely from malicious agents, i.e., transcripts
should not be collected without the knowledge of the creator
nor used for discriminatory or marketing purposes. This is
an important ethics challenge, and our use of LLMs instead
of other ML techniques does not increase the risk of patient
data misuse. We address the confidentiality concern in part
here by the utilization of open-source LLMs that are run
locally on protected servers to allow us to keep data secured
instead of sending the patient data to proprietary servers such
as OpenAI’s GPT models.

V. CONCLUSION

In this work, we explored the viability of using Large Lan-
guage Models (LLMs) for screening for mental health illnesses
such as depression on interview transcript data. For this, we
constructed the MInDS system, an end-to-end, modular LLM
inferencing pipeline, designed for ease of experimentation.
We utilized MInDS to explore the effectiveness of alternate
prompting styles for optimizing depression screening and eval-
uated the selection of different question-topic subsets in place
of the full interview transcript in order to shorten interview
length. Our results demonstrate that LLMs are effective in
depression screening. Gemma 2 performed with a top BA
score of 0.8, which was consistently better than Llama 3 for the
diverse styles of prompting we explored. When using a four
to six question-topic subsets of the transcript, we saw similar
performance to screening with the entire transcript for Gemma
2 and Llama 3, respectively. In summary, our findings indicate
the promise for leveraging modern LLM-based systems for
depression screening,and thus encourage future exploration
into addressing this important mental health challenge.
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